**Introduction**

Breast cancer is the second most common women’s cancer in the World, right after cancers of the skin [1]. Furthermore, breast cancer has recently surpassed lung cancers as the leading cause of cancer death in women [2]. About 95% of newly diagnosed breast cancer patients are diagnosed in early, non-metastatic stage of disease [3].

After the introduction of adjuvant and neoadjuvant therapies in the treatment of early breast cancer, the probability of 5 year survival almost doubled in last 50 years [4]. Prognostic and predictive factors are crucial in the process of defining an optimal treatment strategy. One of the most important prognostic factors is the positivity of axillar lymph nodes [6]. Due to a recent change in the treatment strategy, significantly more patients are treated with neoadjuvant systemic therapy (NST), based on the tumour biology characteristics and radiological findings [7]. It is well known that axillary lymph node status is not precisely determined by radiological tests, ending up with close to 30% patients misdiagnosed (ref). Consequently, after neoadjuvant therapy, the status of sentinel lymph node biopsy (SLNB) as the most common primary method used to exclude axillary metastases is sometimes misinterpreted due to metastases responding to NST [8]. The neoadjuvant concept allows in vivo testing of treatment sensitivity, further personalization of the adjuvant part of systemic therapy, and provides the way to receive an accelerated approval of new therapies. It is also a valid model for the development of predictive biomarkers and reduces patient numbers in clinical trials by the usage of new surrogate endpoints such as pathological complete response (pCR) (ref).

Despite all the breakthroughs in our understanding of breast tumor biology adjuvant/neoadjuvant therapy in early breast cancer therapy is still based on the stage of the disease, and lymph node positivity usually prevents de-escalation of systemic therapy or omittance of lymph node radiotherapy. Therefore, our knowledge about the tumour’s ability to metastasize and the true status of lymph nodes is of paramount importance in our decision-making process. As an example, the current standard of neoadjuvant therapy for HER2 positive disease is an nthracycline/taxane-based chemotherapy in combination with trastuzumab and pertuzumab. This is followed by breast surgery, adjuvant radiotherapy (if indicated), and completion of the HER2-directed therapy, and, depending on the tumor biology, endocrine adjuvant therapy. The type of adjuvant part of HER2-directed therapy, monotherapy with trastuzumab or dual therapy with trastuzumab and pertuzumab is based on the status of axillary lymph nodes positivity, where in the case of positive nodes dual therapy is given (Afinity study, NCCN).

Since NST is used more often, there is a need for supplementary methods to aid multidisciplinary teams in the assessment of metastatic lymph node status. Due to exponential growth in oncology patient data generation, “Data Science” and machine learning techniques are extensively researched and are applied as possible solutions to various clinical problems [9,10]. Machine learning, as a computational method that maps a mathematical function to a dataset of independent variables in order to predict/classify a dependent variable, differs from traditional programming in that it directly learns from the data, without the need for explicit step-wise programming [11]. Traditional machine learning algorithms, such as support vector machines (SVM) and random forests (RF), have been successfully used to classify breast cancer into triple negative and non-triple negative types, predict the metastatic status of patients, and aid in detecting early disease recurrence [7,8]. Furthermore, more complicated models such as the gradient boosted trees and eXtreme Gradient Boosting (XGBoost) were used in the prediction of survival outcomes in patients with epithelial ovarian cancer, and the prediction of metastatic status in breast cancer, respectively [12,13].

In this research, we developed and evaluated several machine learning models that were trained on multiple features obtained from demographic data, imaging studies and pathohistological data (patient age, tumour size, ki-67, ER, PR, HER-2, pathohistological type, and gradus), with a goal to predict patient lymph node status accurately.

**Methods**

**Data source and preparation**

Data examined in this study was collected from 25 Croatian hospitals that cover over 95 % of all Croatian breast cancer cases , during a five year period, from 01/2017 to 01/2022. The collected data consists of 10 features: patient age at diagnosis, tumour size (in cm), pathohistological type, immunophenotype, pathohistological gradus, estrogen (ER) and progesterone (PR) receptor quantities (0-100), HER-2 levels (0-3), ki-67 index (0-100), and lymph node metastasis status (0/1).

The case group was defined as patients with the evidence of breast cancer lymph node metastasis. Consequently, the control group was defined as patients without the evidence of lymph node metastasis. Tumour samples were obtained via surgery and needle biopsies, while the target variable ground truth (lymph node positivity) was established by post-surgical lymph node pathohistological examination.

Initial data contained 13581 entries, from which 3872 entries had various missing values, ranging from the target variable (lymph node metastasis status) to pathohistological type and gradus. After we omitted the missing values, we were left with 9709 entries with complete data.

Since the model’s target population are patients who would potentially receive neoadjuvant therapy, we identified those patients from our study population (all patients received surgical treatment) using the following criteria: 1) all tumours with size > 5 cm (irrespective to subtype), 2) tumours with size ≥2cm of triple-negative or HER-2 positive subtype, 3) tumours of inflammatory subtype . After applying the following criteria, the final number of patients was 796.

In addition to the model based only on patients who would potentially receive neoadjuvant treatment, we also developed a broader model that generalizes to our entire breast cancer population (n= 9709), to see if similar performances are obtained.

**Table 1.** Clinical features used for breast cancer lymph node metastasis prediction

|  |  |
| --- | --- |
| Clinical features |  |
| Demographic data | Age at diagnosis |
| Radiology data | Tumour size |
| Pathology data | Pathohistological type |
|  | Immunophenotype |
|  | Gradus |
|  | ER |
|  | PR |
|  | HER-2 |
|  | Ki-67 |

Abbreviations: ER- estrogen receptors, PR- progesterone receptors, HER-2- human epidermal growth factor receptor 2, Ki-67- marker of proliferation.

**Prediction model development**

Features presented in Table 1. were used in model development. We split the data into a training batch (90 % of data) and a test batch (15 % of data). Categorical variables were “dummy encoded”, which resulted in a final table with 24 features (columns). Further, we performed a stratified 5-fold cross validation on our training sample to develop our model. Next, we optimized the model's hyperparameters by combining stratified cross-validation and halving grid-search. In this manner, we evaluated Logistic Regression, Support Vector Machine Classifier, Random Forrest Classifier, and eXtreme Gradient Boosting (XGBoost) Classifier. Model development was performed on Python (version 3.9. 5, Python Software Foundation) using the following libraries: “pandas”, “scikit-learn”, and “xgboost”.

**Model evaluation**

Final evaluation and predictions were made on the test sample (10 % of data). ROC curve was plotted, and areas under the curve (AUC) were obtained for each model. The model with the highest AUC was selected for further investigation. The optimal cut-off points for sensitivity and specificity were based on the Youden Index [14].

**Feature importance analysis**

We assessed feature importance by determining the number of times a feature became a split feature, as well as by calculating the mean decrease in Gini impurity [15].

**Statistical analysis**

**….**

**Results**

**Patient characteristics**

In total, 6414 (66 %) patients were identified as controls, while 3295 (34 %) patients were identified as cases.

Table 2. Patient characteristics (case/control comparison)

|  |  |  |  |
| --- | --- | --- | --- |
|  | Lymph node metastasis  group | Non- lymph node metastasis group | P- value |
| Num. of patients | 3295 (34 %) | 6414 (66 %) |  |
| Age | 61.9 (13.5) | 61.8 (12.3) | 0.535 |
| Tumour size | 2.73 (2.04) | 1.71 (1.2) | < 0.001\* |
| Tumour gradus (mode) | 2 (59 %) | 2 (54 %) |  |
|  |  |  |  |
|  |  |  |  |
|  |  |  |  |
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